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10.1 Cortical Populations 

       - columns and receptive fields 

10.2  Connectivity 
      - cortical connectivity 

      - model connectivity schemes 

10.3 Mean-field argument 
         -  asynchronous state 

10.4  Random Networks 
        - Balanced state 

  Week 10 – part 1 : Neuronal Populations 



Biological Modeling of Neural Networks – Review from week 1 
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Biological Modeling of Neural Networks – Review from week 7 
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Week 10-part 1b:  Receptive fields  
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Week 10-part 1b:  Receptive fields and retinotopic map  
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Week 10-part 1b: Orientation tuning of receptive fields 
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Week 10-part 1b: Orientation tuning of receptive fields 
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Week 10-part 1b: Orientation columns/orientation maps  
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Week 10-part 1b: Orientation map 
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Week 10-part 1b: Orientation columns/orientation maps  

Image: Gerstner et al. 

Neuronal Dynamics (2014) 
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Week 10-part 1b:  Interaction between populations / columns  
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Week 10-part 1b:  Do populations / columns really exist?  
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Week 10-part 1b:  Do populations / columns really exist?  



Quiz 1, now 

The receptive field of a visual neuron refers to 

[ ] The localized region of space to which it is sensitive 

[ ] The orientation of a light bar to which it is sensitive 

[ ] The set of all stimulus features to which it is sensitive 

The receptive field of a auditory neuron refers to 

[ ] The set of all stimulus features to which it is sensitive 

[ ] The range of frequencies to which it is sensitive 

The receptive field of a somatosensory neuron refers to 

[ ] The set of all stimulus features to which it is sensitive 

[ ] The region of body surface to which it is sensitive 
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  Week 10 – part 2 : Connectivity 
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Week 10-part 2:  Connectivity schemes    (models)  

1 population = 

What? 



population = group of neurons 

with  

 - similar neuronal properties 

 - similar input 

 - similar receptive field 

 - similar connectivity 

make this more precise 

Week 10-part 2: model population 



Week 10-part 2:  local cortical connectivity across layers  

Here: 

Excitatory neurons 

(mouse somatosensory cortex) 

Lefort et al. NEURON, 2009 

1 population = 

all neurons of given type 

in one layer of same column 

(e.g. excitatory in layer 3) 



Week 10-part 2:  Connectivity schemes    (models)  

full connectivity random: prob p fixed 

Image: Gerstner et al. 

Neuronal Dynamics (2014) 

random: number  K  

 of inputs fixed 



Week 10-part 2:  Random Connectivity: fixed p  

random: probability p=0.1,  fixed 

Image: Gerstner et al. 

Neuronal Dynamics (2014) 
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Week 10-part 3:  asynchronous firing  

Image: Gerstner et al. 

Neuronal Dynamics (2014) 

Blackboard: 

-Definition of A(t) 
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Week 10-part 3:  counter-example: A(t) not constant  

Systematic oscillation 
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Week 10-part 3:   mean-field arguments  
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Week 10-part 3:   mean-field arguments  
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Week 10-part 3:   mean-field arguments  
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Week 10-part 3:   mean-field arguments  
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Week 10-part 3:   stationary state/asynchronous activity  
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Exercise 1, now 

Exercise 1: homogeneous stationary solution 
)( 0hg
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All neurons are identical, 

Single neuron rate = population rate 
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Next lecture: 

11h15 



Single Population 

             - population activity, definition 

             - full connectivity 

             - stationary state/asynchronous state 

What is this function g? 

Single neuron rate = population rate 

0 0( )g I A

Examples: - leaky integrate-and-fire with diffusive noise 

                  - Spike Response Model with escape noise 

                  - Hodgkin-Huxley model (see week 2) 



Week 10-part 3:  mean-field, leaky integrate-and-fire  
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 Review: Spike Response Model with Escape Noise 
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 Week 10-part 3: Example -   Asynchronous state in SRM0 
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  Week 10 – part 4 : Random networks 
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Week 10-part 4:   mean-field arguments – random connectivity  
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Week 10-part 4:   mean-field arguments – random connectivity  



Week 10-Exercise 2.1/2.2 now:   Poisson/random network  

2. 

3. 

random: prob p fixed 

Next lecture: 

11h40 



Week 10-part 4:  Random Connectivity: fixed p  

random: probability p=0.1,  fixed 

Image: Gerstner et al. 

Neuronal Dynamics (2014) fluctations of A decrease 
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Week 10-part 4:  Random connectivity – fixed number of inputs  

random: number of inputs K=500,  fixed 

Image: Gerstner et al. 
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Week 10-part 4:  Connectivity schemes – fixed p, but balanced  
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Week 10-part 4:  Connectivity schemes - balanced  

Image: Gerstner et al. 

Neuronal Dynamics (2014) 

fluctations of A decrease 

fluctations of I decrease, but ‘smooth’ 



Week 10-part 4: leaky integrate-and-fire, balanced random network  

Image: Gerstner et al. 

Neuronal Dynamics (2014) 

Network with balanced excitation-inhibition 
- 10 000 neurons 

- 20 percent inhibitory 

- randomly connected 



Week 10-part 4:  leaky integrate-and-fire, balanced random network  

Image: Gerstner et al. 

Neuronal Dynamics (2014) 



10.1 Cortical Populations 

       - columns and receptive fields 

10.2  Connectivity 
      - cortical connectivity 

      - model connectivity schemes 

10.3 Mean-field argument 
         -  asynchronous state 

10.4  Random Networks 
        - Balanced state 

  Week 10 –  Introduction to Neuronal Populations 

The END 
Course evaluations 


